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different assessment use cases. The same basic argument structure is 
used prospectively in designing assessment tasks and retrospectively in 
interpreting performance (Mislevy, 2006; Mislevy, Steinberg, & Almond, 
2003). The structure adapts terminology and representations from 
Toulmin’s (1958) general form, shown as Figure 1.6. Reasoning flows from 
data (D) to claim (C), justified by a warrant (W), which is supported by backing 
(B). The inference may need to be qualified by alternative explanations (A), 
which may be accompanied by rebuttal evidence (R) to support or weaken 
them. 

Figure 1.6. Toulmin’s (1958) structure for arguments. 

The elaborated interpretation argument structure is shown as Figure 
1.7. At the top is the claim we want to make about a student, to be sup-
ported by evidence from her performance. A first important distinction 
among assessment use cases concerns the nature of the claim for a given 
use of an assessment. It might concern an individual student, for formative 
or for summative purposes, as opposed to being a nugget of evidence for 
a claim about the distribution of capabilities in a population. The claim 
may be conditional on certain information about the student or about the 
context of the intended score use. While the information associated with a 
claim is typically expressed in terms of a score of some kind, these concep-
tual aspects of a claim also determine its meaning. We will see that the same 
score, arising from the same performance, can take different meanings in 
different use cases. 

At the bottom of Figure 1.7, shown as a cloud, is a student’s performance 
in an assessment situation—a unique human action, from which we wish 
to identify what is meaningful for our purpose and map it into an across-
student argument form. Supporting the claim in this manner are the first 
two types of data: features of the student’s performance (often the only 
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kind of evidence generally thought of as “the data” in assessment), but 
also features of the assessment situation. It is necessary to consider the two 
jointly to make sense of the performance, because warrants in assessment 
arguments address the kinds of things that students at different levels or 
with different configurations of proficiency are apt to do in what kinds of 
situations. Warrants in behaviorist assessment concern stimulus-response 
bonds and warrants in trait assessment concern tendencies toward behav-
ior in broadly cast situations. Warrants cast in a sociocognitive perspective 
concern capabilities of context-dependent assembly of cognitive resources 
of many kinds in various situations. This is so even when the overt informa-
tion is a simple score, the same one produced under the same psychometric 
model that could be used in a trait-based argument. A sociocognitive per-
spective, however, heightens a user’s sensitivity to alternative explanations 
below the surface.

The third kind of data, “other information about the student vis a vis 
the assessment situation,” is usually tacit in the visible machinery and pro-
cedures of an assessment, but it is equally critical to the interpretation of 

Figure 1.7. An assessment design/interpretation argument.
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a performance as evidence for a given claim. From the sociocognitive per-
spective, this is where some of the iceberg of the myriad resources below 
the surface that are needed for performance can become visible. It is a 
central concern in testing special populations, for example (Mislevy et 
al., 2013). In some uses, information about opportunity to learn or about 
students’ cultural or linguistic background is important for interpreting 
their performances (Moss et al., 2008). It is critical in distinguishing the 
evidentiary value of performances in contextualized formative assessment 
uses and in assessments that “drop in from the sky,” that is, assessments 
that have no predesigned connection to students’ instructional, cultural, 
or personal backgrounds.

Alternative explanations in assessment are closely connected with valid-
ity (Messick, 1989). Of particular importance in performance assessment 
is the validity threat Messick calls “construct irrelevant variance”: Poor 
performance can be caused by requirements for knowledge, activity pat-
terns, or expectations that are needed to perform well but are not central 
to the intended interpretation. There are many of them, and often many 
are tacit. However, “other information” data may be available to remove 
looming alternative explanations. It may be information that is at hand, 
as by a teacher who has worked with a student for months. It may become 
known through the testing process, as when background information is 
gathered in student and teacher surveys in large-scale assessments. It may 
be created outside the assessment per se, as through practice problems or 
as when candidates must meet qualifications to take a test. 

The critical elements in the argument for understanding the eviden-
tiary characteristics of rich performance tests in different use cases are the 
nature of the claim, alternative explanations, and other information that 
may be available. None of them are visible in the assessment materials or 
in performances. 

8.0 ASSESSMENT USE CASES

An educational assessment is used to gather information for some user(s), 
for some purpose, under some constraints. A user might be a teacher, a 
policymaker, or the students themselves. In some way, a user needs infor-
mation about how educative efforts are faring in order to evaluate them, 
allocate resources, or plan next steps. The word “assessment” refers to a 
broad array of ways that actors gather information about students’ capabili-
ties—under different conditions, for different purposes, gathering data in 
different ways, and operating from different knowledge standpoints.

A “use case” in systems design describes the actors, information, and 
processes involved in meeting some recurring function, like withdrawing 
cash from an ATM or updating a customer database. A use case in assess-
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ment describes a configuration of actors, information, and processes that 
serve a recurring assessment purpose in situations with recurring constel-
lation of critical features. The definitions in this section and the discussion 
of their implications in the following section draws on Gorin and Mislevy 
(2013) and Mislevy and Duran (2014).

Table 1.3 addresses four (of many possible) use cases where one might 
use rich performance tasks, selected to highlight their paradoxical 
characteristics. 

Table 3.  Four Assessment Use Cases

Use 
Case Description

1 Formative assessment during learning activities
• Target claims: Finer-grained aspects of proficiency or performance, to 

support learning
• Stakes: Low
• Use of additional information: Very strong use 
• Contextualization of inference: Primarily to learning environment 
• Marginal vs. conditional: Highly conditional

2 Summative assessment in a course of instruction
• Target claims: More coarsely-grained aspects of proficiency, to evaluate 

learning
• Stakes: High
• Use of additional information: Strong use 
• Contextualization of inference: Mostly to learning environment
• Marginal vs. conditional: Predominantly conditional

3 State-level accountability assessment
• Target claims: More coarsely-grained aspects of proficiency, to evaluate 

learning with respect to students, teachers, and/or educational systems
• Stakes: High for at least some level
• Use of additional information: Low use
• Contextualization of inference: To learning environment
• Marginal vs. conditional: Predominantly marginal

4 Large-scale educational survey (e.g., NAEP)
• Target claims: More coarsely-grained aspects of proficiency, to provide 

feedback on educational systems at the level of populations and study 
relationships between these proficiencies and covariates

• Stakes: Low
• Use of additional information: Moderate use
• Contextualization of inference: To learning environment
• Marginal vs. conditional: Both marginal and somewhat-conditional 

inferences
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• Use Case 1: Formative assessment during learning activities
• Use Case 2: Summative assessment in a course of instruction
• Use Case 3: State-level accountability assessment
• Use Case 4: Large-scale educational survey 

These use cases differ from one another with respect to one or more 
dimensions that affect the evidentiary value of data from performance 
assessment. The following terms appear in the table. The next section 
provides more discussion and examples. 

The Target claims indicate who is being assessed, at what grainsize the 
inference is being made, and what the main purpose(s) of the assessment 
are. However, a fuller understanding of the nature of the claim in the 
argument involves the categories listed below as contextualization of infer-
ence, use of additional information, and the degree of marginality versus 
conditionality of the inference.

The Stakes of an assessment concerns the consequences of the results. 
Low stakes mean low consequences, as is often the case in formative assess-
ment (at least outside the classroom; Shepard (2008), has pointed out that 
consistent errors in formative assessment in the classroom can seriously 
erode students’ opportunities to learn). High stakes uses can affect grades, 
graduation, or licensure for individuals, evaluation for teachers, or funding 
for educational systems. An assessment can be low stakes at one level but 
high at another, such as a statewide test that affects school governance but 
has no specific consequences for individual students. 

Use of additional information concerns the degree to which local infor-
mation about the relationship between assessment tasks and students’ 
backgrounds is used in inference, with respect to instruction, culture, lan-
guage, disability, etc.

Contextualization of inference concerns the degree to which a claim 
extrapolates to situations beyond the immediate assessment situation. In 
generalizability theory (Cronbach, Gleser, Nanda, & Rajaratnam, 1972) it 
corresponds to the definition of the universe score in the interpretation 
argument. This issue is particularly salient in performance assessment 
(Messick, 1994). 

Conditional versus marginal inference concerns the degree to which claims 
are made conditional on the additional-information characteristics of 
students. 

We now turn to the details of the use cases, seeing how these character-
istics affect the evidentiary value that rich performance tasks afford.



28  R. J. MISLEVY

9.0 EVIDENTIARY CHARACTERISTICS OF  
PERFORMANCE TASKS 

The preceding sections have developed the concepts we need to discuss 
the evidentiary characteristics of rich performance tasks in different assess-
ment use cases. This section walks through the four use cases described in 
Table 1.3. 

Use Case 1: Formative Assessment During Learning 
Activities

This use case is the poster child for rich performance tasks. It can 
capitalize on all of the advantages that advocates claim, and avoid the dis-
advantages others caution against. When used as an integrated component 
of learning, performance tasks can be selected, constructed, or sequenced 
to match learners’ backgrounds with respect to many of the necessary but 
ancillary aspects of the situation. This intentional congruence provides 
for rich and concrete instantiation of higher-level skills without becom-
ing overwhelming (recall Section 5.3). The users of the information can 
be teachers, the learners themselves, or both—informing larger feedback 
loops for a teacher, to help guide classroom discussions or feedback to indi-
viduals, and tighter loops for students closer to their actions. Especially for 
more extended tasks, it is important that the activity and the value of the 
formative feedback be sufficiently contextualized to students’ learning to 
justify the time that is spent on this rather than on other activities. Stakes 
are low, because the feedback cycles are tight, quick, and frequent, and 
consequences of errors are small and easy to recover from (as long as they 
are not cumulative, and as long as the teacher or student knows what to do 
about them, as Shepard, 2008, points out). Several evidentiary implications 
follow from this deep contextualization.

The claims in the assessment argument address understanding and 
action in the rich situation at hand, focusing on knowledge, practices, or 
themes that are the target of learning. Because each assessment situation is 
integrated into a larger learning situation, a great deal can be known about 
the student’s background with respect to many of the nonfocal LCS patterns 
that are involved. The assessor’s knowledge of these matches attenuates 
many alternative explanations that would otherwise weaken inference. 

Figure 1.8 suggests this effect using the overlapping ovals from Figure 
1.5. The double-circled shapes represent three students who are all working 
through SimCityEDU in their classroom, receiving support and practice 
that lets them focus on the systems aspect. The dashed oval represents the 
shared experience within which the formative assessment takes place. The 
stars represent assessment occasions in, say, the Jackson City challenge. 
Ruling out many alternative explanations through both the support and 
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the users’ knowledge about the support increases the validity of infer-
ences. In particular, test fairness increases when local adaptation reduces 
demands that are associated with cultural factors, linguistic backgrounds, 
and disability status (Mislevy & Duran, 2014; Mislevy et al., 2013). In the 
context of language testing, Swain (1985) used the term “biasing for the 
best” for adapting nontargeted aspects of performance tasks to examinees.

Figure 1.8. Assessment occasions in formative assessment in a performance task 
meant to develop learning in a given context.

The primary claims in learning tasks concern students’ understanding 
and action in the situation at hand; extrapolation is not intended. Recall the 
discussion of formative assessment for Carlos in Section 5.1. SimCityEDU; 
formative assessment of his systems-thinking at that moment is conditional 
on his experience so far with the SimCity environment and the Jackson City 
jobs-and-pollution system in the challenges. This is suggested in Figure 1.9, 
where the circled peak represents the content and context of the learning 
task as well as systems-thinking resources. In generalizability theory terms, 
both the task space and the universe of generalization are focused quite 
narrowly. Many facets of a conceivable universe of rich performance task are 
fixed: the simulation environment, the system at issue, the representations, 
even the level of systems thinking that is required in the challenge. What 
is more, they are fixed at values where it is known, by the way the task is 
designed and exactly when it is used, that the student has already developed 
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many relevant resources that can be brought to bear in the task that pushes 
on only a few facets that are the current target of learning.

Figure 1.9. The target of claims in formative assessment in a performance task 
meant to develop learning in a given context.

A corollary of these measurement circumstances is that the evidentiary 
value of such task is not simply inherent in the task itself. Rather, it emerges 
in its specifically targeted use for students known to have had some par-
ticular kinds of experiences and learning, at a very particular time, for very 
particular assessment purposes. Assessment and feedback here is condi-
tional on the context and content. It is phrased, however, using some of 
the more abstract language and concepts of systems thinking. This framing 
helps Carlos and the other students at this point develop resources that 
will be useful beyond this game and these situations. Succeeding in this 
effort corresponds to increasing the height of the surface along the ridge 
representing systems-thinking resources. 

Although the experience is designed to foster the development of more 
general systems-thinking schemas and resources, it is not of immediate 
concern whether a student’s systems thinking in SimCityEDU would predict 
their understanding and action in a wolves-and-moose scenario, or some 
other context and system sampled from a system-thinking task domain. 
That would correspond to a broader universe of generalization, and could 
be described as marginal inference from the same data. These latter kinds 
of claims are of interest nevertheless, because we really do want students to 
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develop resources that will be useful beyond the SimCity world. They will 
be addressed in the next two use cases. 

Use Case 2: Summative Assessment in a Course of 
Instruction

This use case concerns assessment that is again integrated with a course 
of learning, but now used summatively. Stakes are higher than in formative 
assessment: a course grade or a certificate, for example, or the opportunity 
to move to a subsequent course. Suppose students have worked through 
both SimCityEDU and another simulation-based systems-thinking unit, 
based on say NGSS performance expectation MS-LS1-7, “Develop a model 
to describe how food is rearranged through chemical reactions forming 
new molecules that support growth and/or release energy as this matter 
moves through an organism.” As in the previous use case, the assessor has 
a great deal of information about the students’ background experiences 
on which to define claims, design tasks, and rule in or rule out alternative 
explanations. 

Performance tasks of two kinds might be devised for an end-of-course 
assessment. First, students can be presented new challenges within the 
now-familiar SimCityEDU pollution world or the equally familiar mole-
cules-in-cells world. The claims addressed by such tasks concern a student’s 
capabilities within contexts and using disciplinary ideas that the assessor 
knows the students are familiar with. In particular, they probe the students’ 
capabilities in applying the systems concepts and tools within these famil-
iar contexts. This “close transfer” of universe of generalization is shown as 
Figure 10(a). A “far transfer” universe of generalization for a claim about 
the extent to which a students could apply systems-thinking might utilize 
a context and disciplinary ideas other than the ones used in instruction, as 
suggested in Figure 10(b). These tasks would use contexts and disciplinary 
ideas the assessor knows the students are not familiar with. Other aspects of the 
transfer tasks, perhaps such as systems interfaces, response expectations, 
and diagramming tools could be made similar, so difficulties on these 
counts would not be viable alternative explanations.

To the outside observer, there is no distinction between the familiar and 
the unfamiliar tasks. Their different evidentiary value for claims about near 
and far transfer only exists because the assessor can incorporate informa-
tion about the different relationships between the students and the tasks 
into the argument.

Because this use case involves higher stakes for students, accuracy of 
inferences matters more. Whereas providing formative feedback during 
performance on a learning task addresses claims local to that task, 
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course-level summative claims concern performance over classes of tasks 
(perhaps near-transfer tasks, medium-transfer tasks, and far-transfer tasks, 
all defined as relative to the course of instruction). Even though much 
is known about students for avoiding alternative explanations and even 
though tasks are integrated with their course of learning, research since the 
1980s shows repeatedly that person-by-task variability is a large component 

Figure 1.10. Targets for claims concerning systems thinking in summative 
assessment.
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of variation in performance tasks (Linn, 1994). Studies that examine it even 
show that person-by-task-by-occasion variance can be surprisingly high too 
(Ruiz-Primo & Shavelson, 1996). The same student working on the same 
task a few weeks later can perform quite differently. 

In generalizability theory, the generalizability coefficient extends the 
familiar reliability coefficient by taking into account the effects of multiple 
sources of uncertainty and of the number and configurations of tasks and 
raters. When the target of inference is an average score over some domain, 
we are in effect trying to estimate the average height of a student’s topo-
graphic map. The variance components mentioned above characterize the 
irregularity of the surface. They appear in the denominator of the gen-
eralizability coefficient. The more extreme the peaks and valleys are, the 
less information any one score provides. One must average over a larger 
number of tasks as needed to obtain a given accuracy. A large number 
of tasks is therefore usually needed to obtain reliable scores (Shavelson, 
Baxter, & Gao, 1993). For example, the National Board of Medical Exam-
iners uses 13 tasks in computer-based patient-management examination 
to achieve sufficiently reliable scores in physician licensure. This test takes 
a full day. Together with a day-long multiple-choice test, the current fee is 
close to $1,000. 

In light of this result, one useful design strategy is to have more but 
shorter performance tasks in assessments used for purposes such as final 
grades or certifications. While the Cisco Networking Academy uses simula-
tion-based troubleshooting tasks that might take an hour to work through 
during learning (Use Case 1), a course final exam or a licensure test con-
tains smaller, more focused, slices of several such tasks. 

Use Case 3: State-Level Accountability Assessment

Use Case 3 represents the uses of rich performance tasks that most 
strongly merit the cautions Linn (1994) summarized. The cautions are well 
deserved, even if the tasks are the same as the ones used in the felicitous 
Use Case 1. 

Consider a state-level accountability test, used for high-school gradua-
tion at the level of students. Suppose the state has adopted the NGSS, so 
systems thinking, the inquiry practices, and disciplinary ideas in Jackson 
City are all within the expectations held for the students in the state. So 
too are other, similar performance tasks like the wolves-and-moose and 
the food-energy-system tasks. Any could appear on the assessment of any 
student in the state. Any student in the state may or may not have had 
in-depth experience with the kinds of interfaces, contexts, or particular 
systems at issue. 
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A key difference from the previous use case is that now the assessor does 
not know how any students’ background experiences and task demands match up. 
The stars in Figure 1.11 represent a sample of tasks across a broad domain 
defined by contexts, disciplinary ideas, practices, and cross-cutting themes, 
shown on a typical student’s topography of capabilities. 

Figure 1.11. A sample of performance assessment tasks in a complex domain, 
matched against one student’s topography of capabilities.

It may be of interest to know how well a student can, say, carry out 
systems thinking across such a broad universe of generalization. As in 
the previous case, the target “universe score” is the average height of an 
irregular surface. But now the surface is larger, and the population is more 
diverse with respect to the mixes of LCS patterns in each of the tasks. 
There are more potential alternative explanations for poor performance, 
because unlike the classroom teacher, the user does not possess the addi-
tional information to rule out as many of them. Because performance tasks 
usually take more time, few can be administered. The contribution of the 
person-by-task variance component is larger and the generalizability coef-
ficient is lower. 

This then is the central paradox. When contextualized with instruction 
(Use Case 1), richer and more integrated tasks provide better conditional 
information to advance individuals’ learning; but when they are not con-
textualized (Use Case 3), the greater person-by-task interaction variance 
degrades marginal inference about individuals. 
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Further, we recall from Section 5.1 that tasks are more difficult in a 
marginal sense when they employ more challenging use of practice, more 
advanced disciplinary knowledge, more cross-cutting ideas involved in 
more subtle ways (even though the use of such tasks is well-targeted con-
ditionally when they are integrated in learning experiences, as discussed 
above in connection with Use Case 1). There are more ways a student can 
experience difficulties; more facets of tasks are free to vary. These facets are 
not fixed at targeted levels as they were in Use Case 1, with tasks selected 
at the time of use expressly so these facets would not be significant sources 
of difficulty. 

What’s more, the greater the diversity of the backgrounds of students is, 
the stronger the effect on person-by-task variance component with tasks 
selected without targeting will tend to be, and the lower the generalizability 
coefficient for marginal inferences for individuals will be. Alas, these are 
the targeted claims in Use Case 3.

The situation is illustrated in Figure 1.12. Panel (a) shows a test 
comprised of performance tasks, but ones which press less hard on practices, 
disciplinary knowledge, or cross-cutting themes. Their contents are more 
likely to have been encountered by more of the testing population. The 
harder a designer presses along any of these dimensions, the more outside 
previous experience a task will be in some aspect(s) for some examinees, but, 
as Panel (b) suggests, different ones. There is thus a larger person-by-task 
interaction variance component when the inference concerns a students’ 
systems-thinking across a broad domain of performance expectations tasks.

Use Case 4: Large-Scale Educational Survey 

This use case is exemplified by large-scale educational surveys such as the 
National Assessment of Educational Progress (NAEP) in the United States, 
the Trends in International Mathematics and Science Study (TIMSS), and 
the Progress in International Reading Literacy Study (PIRLS). Samples 
of students within or across countries are administered assessments that 
usually include performance tasks, for the purposes of surveying achieve-
ment in these jurisdictions and supporting research on its correlates. It is 
similar to the previous use case in that tasks are administered to students 
about whom relatively little is known, usually just from background surveys 
of the examinees or school officials. It differs as to the intended claims: 
Not inferences about individuals, but about distributions of performance 
in jurisdictions and subpopulations, about correlates of this performance 
with background variables, and in some cases, in-depth looks at patterns 
of performance over examinees in particular tasks. 
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Figure 1.12. Sampling domains of less ambitious and more ambitious perfor-
mance tasks.

When it comes to addressing higher-level skills such as systems think-
ing in this use case, the same pictures for Use Case 3 apply, namely Figure 
1.11 and Figure 1.12(b). There is limited, and often no, adaptation or 
selection of tasks to students’ backgrounds in order to optimize inference 
about individual students. Indeed, administering tasks without adaptation 
provides better evidence about the distribution of performance that would 
have been observed had the same tasks been administered to everyone in 
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the population—even for tasks that would have been meaningless to many 
of them! Just learning this is one of the kinds of things such as survey is 
meant to reveal.

Under these conditions, student-level generalizability coefficients would 
be abysmal for measuring a higher-level skill such as systems thinking as 
defined by a broad domain of performance tasks that involve interactivity, 
rich contexts, ambitious disciplinary content, and cross-cutting themes. 
Each individual might take one or two tasks sampled from this broad 
domain, randomly matched (or mismatched) with her jagged topograph. 
But satisfactory accuracy can be obtained nevertheless for inferences about 
a group’s distribution for a measure of a variable so defined, as long as the 
samples of students and tasks are large enough (Pandey & Carlson, 1976).

Furthermore, if enough students are administered a given task and suf-
ficiently rich data are obtained (e.g., a detailed log file of their actions), 
the data provide strong evidence about claims concerning how samples 
of students perform within each particular task: their choices, the way 
they use tools, the steps they take, where they run astray, where they run 
into problems, and how they respond in places in the task where specific 
responses are required (e.g., filling in a representation). This information 
can be correlated with whatever background information may be available. 
Data from rich performance tasks in Use Case 4 provide good evidence 
for these kinds of claims, even though they provide poor evidence about 
individuals for broadly-cast skills. We may also discover patterns across 
tasks—not about individual students, but about ways people think through 
and interact with such tasks. 

10.0 THOUGHTS ON USING PERFORMANCE TASKS 

Rich performance tasks and multiple-choice test items are but two of many 
ways to gather information about students’ capabilities (Scalise & Gifford, 
2006). It is the job of assessment developers to understand the design 
space—all the evidentiary, logistic, and educative characteristics of differ-
ent assessment types—and propose assessment configurations that suit 
given contexts and purposes. Rich performance assessments are currently 
of interest partly because of developments in understanding how people 
learn, but even more because of advances in technology. Game- and simu-
lation-based assessments, for example, enable us to observe, evaluate, and 
provide feedback on interactive performances in complex environments 
that until recently could have only been done at small scale, at great costs, 
or with questionable reliability. The production possibility frontier for edu-
cational assessment has been pushed outward.
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Yet no matter how sophisticated, integrated, and automated a task might 
be, it may still not provide good evidence for some purposes, in some 
situations, with some states of users’ knowledge. It is the characteristics of 
assessment tasks in conjunction with these contextual factors that deter-
mine the evidentiary value of rich performance tasks, or indeed any others. 
This short section offers some observations on ways that researchers and 
practitioners are finding to optimize the use of rich performance tasks in 
assessment. It does not focus on technology, even though it is advancing 
rapidly and opening new possibilities to every facet of design, delivery, and 
use of data (for a few examples, see Behrens & DiCerbo, 2014; Gobert, 
Sao Pedro, Baker, Toto, & Montalvo, 2012; Luecht, 2013; and Sottilare, 
Graesser, Hu, & Brawner, 2015). The focus here is evidentiary issues, with 
particular attention to the expanse of LCS patterns involved in rich per-
formance tasks and the match between tasks and students in this regard. 

Practices such as inquiry, higher-level skills such as systems-thinking, 
and cross-cutting themes such as energy transfer are resemblances across 
ways of thinking and acting in many possible contexts with different dis-
ciplinary and social particulars. Learning progressions and assessment 
design patterns are two tools that bring out these regularities to support 
instructional design and assessment development across particulars. 
This is so even though they don’t work as well to define “traits” across 
wide domains of tasks in diverse populations (Songer, Kelcey, & Gotwals, 
2009). 

Assessment design patterns (Liu & Haertel, 2011; Mislevy, Riconscente, 
& Rutstein, 2009) describe at a higher level of abstraction the elements of 
tasks for assessing a higher-level skill such as systems thinking or model-
based reasoning, as they can be fleshed out with modes of assessment, for 
different purposes, and with particular content. They are organized around 
assessment arguments, and highlight the roles of the other demands that 
will be present in a task, and ways of matching up with or sampling across 
students’ backgrounds in these regards. Design patterns not only help 
assessments developers create tasks for large-scale assessments, but they 
help teachers adapt task schemas to local information about their students, 
and they support principled adaptation of tasks to diverse populations 
(Haertel, DeBarger, Villabla, Hamel, & Colker, 2010). 

Learning progressions (Alonzo & Gotwals, 2011; Corcoran, Mosher, & 
Rogat, 2009) like the one in Table 1.1 are useful in a similar way, as was 
discussed in connection with the design of SimCityEDU. They can addi-
tionally be used in creating or selecting tasks that help match students’ 
backgrounds for integrated tasks. 

Consider a design space of tasks that integrate systems thinking, plant 
respiration, and reading in English, and suppose there is a learning 
progression available for each of these broad dimensions. If we (say as his 
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teacher) roughly know a student Daquan’s typical level of performance on 
each dimension in turn, conditional on capabilities with whatever other demands 
happen to be in a situation, we can better aim a task for him from this space. 
Suppose his skill levels in this particular way of defining them are LST, 
LPR, and LRinEng. We could create a task that probes at systems thinking, for 
example, by casting the plant respiration substance at level LPR-1 and the 
reading demand at level LRinEng-1, but the complexity of the system at level 
LST or LST+1 (Mislevy & Duran, 2014). We know of course that operating at 
given levels on multiple progressions when other aspects of the situations 
are familiar does not ensure a student will be able to perform comparably 
in a situation that poses new combinations of elements at those levels. 
Similarly, a combination above a student’s typical levels of performance 
with respect to multiple progressions may happen to coincide with an 
island of expertise he happened to have developed. But this strategy does 
improve the odds by avoiding combinations we can expect a forehand to 
be problematic.

The learning progressions and design patterns strategies require a prin-
cipled approach to understanding the abstracted patterns in disciplinary 
knowledge, practices, and cross-cutting themes. The idea applies across 
disciplines. These are powerful organizational structures to help us design 
of instruction and assessment. But for the reasons discussed above, they 
need not correspond with organizational structures in students’ minds, and 
they need not lead to satisfactory overarching constructs to assess. Over 
time, with practice, through many situated and contextualized experiences, 
experts do develop sets of resources that are reflect the knowledge struc-
tures and activities in a domain mapping (Glaser & Chi, 1988). Even then, 
large person-by-task variation exists as tasks push out to ever more special-
ized subdomains and unique combinations of contexts and practices.

Understanding the strengths and weaknesses of different assessment 
approaches suggests strategies that combine approaches in a more encom-
passing system. High-stakes usage of NBME’s simulation-based cases in 
the medical licensure sequence, for example, appears only after a medical 
student has passed the multiple-choice examinations earlier in the 
sequence and experienced simulation-based cases in medical school and 
practice sessions. Many alternative explanations for poor performance will 
have been weakened by this point, and much can be presumed about their 
resources for at least some aspects of medical knowledge and skills. Even 
so, considerable person-by-task variation remains in the simulation-based 
case assessment. 

In the 1990s, the California Learning Assessment System (CLAS) 
envisioned a combination of very different kinds of assessment tuned 
to different aspects of learning (Knudson, Hannan, & O’Day, 2012). 
Portfolios of local work would provide data from Use Case 1 with few 
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constraints. Curriculum-embedded assessment would come with learn-
ing support; this was Use Case 1 also, but with more common context 
supplied in order to remove some alternative explanations and provide 
stronger cross-locality comparisons. On-demand assessment was an 
instance of Use Case 3. CLAS ended before it was fully implemented, 
due in part to social and political factors but also due to low generaliz-
ability problems with student-level writing scores from the on-demand 
portion (Cronbach, Bradburn, & Horvitz, 1994)—exactly the issue dis-
cussed above under Use Case 3. 

Some additional approaches to combining contextualized assessment 
locally for learning (Use Case 1) and broader evaluation for moderate 
stakes (Use Case 2) are discussed in Mislevy (2008). The Studio Art port-
folio assessment from the Advanced Placement program is discussed as 
an example of one of a number of configurations that could use data for 
different inferences at different levels of an assessment system.

11.0 CONCLUSION 

Research from the learning sciences reinforces the value of rich perfor-
mance tasks in students’ learning. What is their value as tools to assess 
learning? The answer cannot be determined from the form and the pro-
cesses of tasks alone. Sorting through the value of the information for a 
given purpose requires an accounting of what user needs information, for 
what purpose, how the tasks relate to the examinees’ backgrounds, and 
what the user knows about the relationship. Concepts from sociocognitive 
psychology, evidentiary reasoning, and psychometrics (particularly gener-
alizability theory and generalizations thereof) play useful roles in sorting 
through the details in a given application. The general results discussed 
in this chapter are consistent with the history of research in performance 
assessment:

• Rich, complex, performance tasks are well-suited to learning and 
to assessing individuals when contextualized with respect to targets 
of learning and students’ experiential backgrounds. This can be 
done for formative purposes (Use Case 1) and summative purposes 
(Use Case 2). These cases are similar in their contextualization, but 
with the latter having a desire for broader inferences and a need 
for greater accuracy, thus requiring more tasks. 

• They are not well-suited to assessing individuals when the infer-
ence is not contextualized with respect to targets of learning and 
students’ backgrounds, increasingly so as the examinee population 
is more diverse. (Use Case 3) 
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• They are well-suited to surveying populations and studying the 
relationships of performances in particular tasks with regard to 
targets of learning and students’ experiential backgrounds. (Use 
Case 4) 

The very same contextualization that strengthens inference within 
contexts and contents also contributes construct-irrelevant variance for 
inferences that extend to other contexts and contents. Advances in tech-
nology can make any configuration of assessment richer, cheaper, more 
interactive, easier to evaluate, and stronger in the information it provides. 
But these improvements take place within the basic evidentiary-reasoning 
structure of a given situation, which define the possibilities and the limita-
tions for inferences that can be drawn.
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NOTES

1. Why Debate in Class? Downloaded February 23, 2016, from http://
www.sas.upenn.edu/cwic/docs/db1.doc

2. Low generalizability means that a student’s score on one task, or as 
evaluated by one rater, or as performed at one occasion, does not 
convey very much information about how the she would score under 
a different, equally acceptable, configuration that might have been 
used. Generalizability coefficients are generalizations of reliability 
coefficients that can encompass multiple facets of behavioral obser-
vations, such as students, tasks, raters, occasions, formats, and so 
on, and the variability associated with each (Cronbach et al., 1972). 
When a generalizability is low, one needs more tasks, raters, or more 
of whatever sources of variation are reducing generalizability, to ob-
tain a given level of accuracy.

3. Applied, to be sure, but sometimes in ways that result in confusion 
or hinder learning. Hill and Larsen (2000), for example, carry out 
in-depth conversations with children about their thinking as they re-
sponded to reading comprehension test items, and found how subtle 
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differences in the cultures and language patterns in children’s homes 
and neighborhood often added meanings that were quite logical, yet 
sometimes counter to the meanings the developers had intended.

4. Attributed to Gee by Dan Hickey at http://remediatingassessment.
blogspot.com/2010/01/can-we-really-measure-21st-century.html
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