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Figure 1.2.  Example of logfile data.

Data Dependencies and Psychometric Considerations

VAs that are based on complex scenarios and games or involve collab-
orative problem-solving present real challenges to traditional assessment 
techniques. The data these assessments generate tend to be interactive, 
interdependent, and dynamic in nature (Blech & Funke, 2005, 2010; 
Klieme, 2004). Their complexity often results in a wider range of suitable 
solutions, less control over how test takers reach those solutions, and more 
complexity in tracking progress toward those solutions. These very features 
create contexts for assessment which more closely mirror those in which 
the demonstration of the knowledge we wish to measure would naturally 
occur, but require different psychometric approaches than those in tradi-
tional assessment.
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To discuss the psychometric considerations around the VAs we focus on 
virtual collaborative assessments because they seem to be the most complex 
in terms of data types and possible methodologies. The psychometrics for 
other VAs can be subsumed under the discussion here.

Analyzing data from a VA that includes collaborative problem-solving 
(CPS) tasks involves several modeling aspects that are not encountered in 
traditional assessments: (a) the data size and granularity (now we must also 
consider the hundreds or thousands of test-taker actions per assessment as 
opposed to only the final responses those actions produce), (b) the multidi-
mensionality (both in terms of the individual’s skills needed to solve a task 
and of the multiple time series of data, that is, the number of people in a 
team who may have different profiles of those skills), and (c) dependent 
data (this is problematic for traditional psychometric analyses which often 
are designed to work only with independent data). 

Clearly, in assessments which involve a degree of collaboration, the 
local independence assumptions (LIA) needed in traditional psychometric 
analysis, such as in an item response theory (IRT) model, do not hold due 
to interaction among collaborators impacting behaviors. They also may 
not hold within tasks due to the dependence of the complex items within 
tasks, or within individuals due to effects of earlier behaviors on subse-
quent behaviors. This complex data dependency is illustrated in Figure 1.3.  
The data from a dyadic interaction consist of two observable time series 
of actions (X1,…, Xn) and (Y1,…Yn) from two test takers, AA and BB, with 
(potentially multidimensional) latent ability distributions A1,…, An and B1, 
…, Bn, respectively, that evolve over time as a function of the interactions 
between AA and BB and as a function of their states at time t = 1,…n. 
It is obvious in this situation that the independence assumption neither 
holds over items (the responses Xt+1 are dependent on At+1, which in turn 
depends on At and Xt and on Yt and Bt) nor over people, since Xt and Yt are 
not independent.

If the task is not collaborative, then the data dependencies may be 
showed by using a modified version of Figure 1.3. to represent a simpler 
VA without the second set of latent and observable variables. In that case, 
we would still need to deal with the dependencies among items due to the 
multidimensionality of the construct and due to the time dependence.
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Figure 1.3.  Diagrammatic illustration of data dependencies in dyadic collabora-
tive problem-solving tasks.

Next we discuss static and dynamic features of data dependencies. 

1.	 Static Features
Static features refer here to the data features at specific time points 
and are as follows:

a.	 The item responses may be dependent on each other due to the 
multidimensionality of the construct. 

b.	 Item-within-task dependence may characterize tasks.
c.	 Team dependence may exist: the individual’s performance may 

depend on who is on the team, for example, some teams may 
have a better cohesion than others. 

2.	 Dynamic Features 
Dynamic features refer to the data features over the course of the 
VA and are as follows:

a.	 The item responses from items within a complex task may de-
pend on the responses to the previous items over a longer pe-
riod of time. 
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b.	 The item responses from collaborators may depend on the col-
laborators’ previous actions.1

c.	 If there are numerous teams that change over time we may also 
conceivably have dynamic team dependence. 

Next we will talk about static models versus dynamic models in order 
to summarize the existent statistical models available for addressing these 
types of dependencies mentioned above.

Static models that address the issues from 1.a  and 1.b above, such as 
Bayesian network analyses (Bayes nets) account for item-within-task depen-
dence. Bayes nets start by characterizing aspects of students’ knowledge 
and skill in terms of a possibly vector-valued student model variable, A, 
as in Figure 1.3, and aspects of their behavior in terms of possibly vec-
tor-valued observable variables, X. Conditional probability distributions 
P(X|A), obtained through theory, expert opinion, empirical data, or some 
combination of these, characterize how performance depends on knowl-
edge and skill in task situations. Letting the prior probability distribution 
P(A) denote the assessor’s belief about a student’s knowledge and skill at a 
given point in time, observing X leads to an updated posterior probability 
distribution P(A|X) by Bayes’ theorem. 

Other models that can be used to account for these types of data depen-
dencies are multidimensional IRT (MIRT) models (Yao, 2008), testlet 
models (Wainer, Bradlow, & Wang, 2007), and bi-factor models (Gibbons 
& Hedeker, 1992). 

Static statistical models that may address the issues from above and 
account for test takers’ dependence (team/group dependence) may include 
multilevel models, hierarchical segmentation, nonparametric exploratory 
models, latent class analysis (LCA)/neural network algorithms (Polvichai & 
Khosla, 2002). For example, latent class analyses (LCA) and neural networks 
algorithms model systems of variables that remain constant over time; mul-
tilevel models take into account clustering in the data such as team members 
with their teammates (or as repeated observations within individuals). 

Dynamic models that address 2.a and 2.b above, and account for multi-
dimensionality and item dependence over time, often assume a continuous 
underlying process and include latent growth dynamic factor analysis and 
differential equation models. These models are appropriate for data that 
are continuous or are collected over many measurement occasions.

In addition, point processes, such as the Hawkes process (Halpin & 
De Boeck, 2013; Hawkes, 1971; Hawkes & Oakes, 1974) also can be used 
to address issues as in 2.b. Dynamic factor analysis (DFA) is appropriate 
for modeling dyadic interactions, especially when multivariate time series 
are available (Ferrer & Nesselroade, 2003; Molenaar, 1985). It combines 
factor analysis with time series such that it accounts for the autocorrelations 
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among the multiple variables over time (Browne & Nesselroade, 2005; 
Ferrer & Zhang, 2009). DFA focuses on time-related influences between the 
two individuals, where one could identify possible influences from one per-
son’s action at a given time to the other person’s action at the next occasion. 
These techniques are particularly useful when the data show fluctuations, 
without trends or other forms of nonstationarity. Differential equation 
models (DEMs) have been used to model interactions in dyads (Felmlee, 
2006) such as turn-taking in conversations (Buder, 1991; Newtson, 1993) 
and the development of various types of social relationships. 

Another versatile class of stochastic models includes Markov models. 
With a hidden Markov model (HMM) we can model the way the rate of 
change for each subject also changes over time as different temporal vari-
ables affect the way in which subjects respond to stimuli. The HMM can 
be applied to investigate the changes within individuals over time in VAs.

In the application of HMM to CPS data, observations might be classifica-
tions of different student problem-solving strategies with state transitions 
describing the likelihoods of transitioning from one general problem-
solving strategy to another. For example, in a virtual CPS environment, 
observations might be sequences of online chat between students, and 
state transitions might describe the communicative roles of students (e.g., 
facilitator, critic, peer tutor) or the effectiveness of the information sharing 
and knowledge construction (see Soller & Stevens, 2008).

Yet another new approach to analyze CPS data is to use the Hawkes 
process to identify the type of events observed during the CPS task, based 
on the time structure of the interactions. The model can estimate whether 
an event is spontaneous, auto-dependent, or cross-dependent (Halpin & 
von Davier, 2013; von Davier & Halpin, 2013). In order to measure the 
performance of individuals in teams, where the teams change over time 
in some fashion, advanced modeling techniques from the social network 
analysis may be considered. 

Logistical and Operational Concerns

The validity and utility of VAs will in large part be determined, informed, 
and improved by the results of actually administering them as well as 
capturing and analyzing the data they produce. VAs have many new com-
ponents which, although they can be powerful assessment tools, contain 
many “moving parts” that must work together in order to be effective. This 
may require many traditional assessment-developing teams and individuals 
to rethink how they actually create, administer and analyze assessments. In 
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well-crafted traditional assessments, assessment developers create items to 
measure performance along particular constructs. The assessments them-
selves are then created from an appropriate combination of those items 
and administered to the appropriate individuals. When the results of the 
assessments are returned, psychometricians analyze and interpret them 
with the aid of psychometric and other statistical models. 

With VAs, in addition to whether or not a test taker can correctly answer 
a question, we are interested in the capability of understanding the pro-
cesses through which test takers arrive at their given answers. As a result, 
information on things like answer changes and time delays between actions 
must be recorded and analyzed as well as interactions with the user-inter-
face (UI) with regards to tools built into the task (i.e., dynamic graphs, 
review panels, audio/video buttons). Serious thought for how those data 
should and can be used must be taken. 

In traditional assessment, individual items and related content are, in 
many respects, discrete units that are almost entirely what the test taker 
sees. Furthermore, data capture in traditional assessment is relatively 
simple, being largely limited to capturing a test taker’s final responses. 
As a result, changing, adding, or removing items and content at many 
points during the development process is accomplished relatively easily, 
adds comparatively little cost in time or money, and requires little if any 
change to data capture considerations. Not surprisingly, some clients of 
assessment developing organizations have enjoyed the flexibility that tra-
ditional assessments afford for late changes to assessment content. Such 
“last-minute” changes to assessments can be very costly in VAs, however.

With VAs, changes to items and content have the added costs of poten-
tially having to restructure the data capture, scoring rubrics, and scoring 
procedures to accommodate new data types. The degree of difficulty/cost 
can range depending on the type of item/content changes. The measure-
able and measured importance of test-taker interactions through the task 
and the vulnerability of some of the user interface (UI) and data-capture 
aspects of each assessment to flaws unintentionally introduced with each 
change necessitates that the entire task undergo a quality assurance (QA)/
quality control (QC) process following any changes. This also can multiply 
the cost for making changes at many points during the development of VAs.

In order to keep costs under control, both assessment developing orga-
nizations and their clients have to rethink their behavior, particularly 
regarding how and when to make changes to assessments during the devel-
opment process. They must keep in mind that VAs measure new things 
using new technology or new applications of older technology and, as a 
result, must be designed from the beginning in new ways. 
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The (Right) Time for Introducing Changes in an Assessment

Figure 1.4, offers a simplified picture of the development of VAs. Not 
every assessment production process will contain the same number of 
actors, but they should all contain the functions of those actors. In tra-
ditional assessments, a client needs an assessment designed, produced, 
administered, analyzed, and its results reported. For our purposes we will 
call the actor responsible for these tasks the assessment developer as in 
Figure 1.4. The process should be iterative and the client typically approves 
of or requires changes to the assessment at various times, restarting the 
cycle from various points. Ideally, much of this iteration occurs prior to the 
vendor delivering a polished product. 

The chief differences between VA development and traditional assess-
ment development emanate from the interrelatedness of items in VAs and 
the need for the developer also to consider what additional data to capture, 
how to capture it and how best to analyze all of those new data for the user’s 
interaction with the assessment. The effect of all of this is that changes, like 
adding a new item or significantly changing an item, can greatly impact the 
task and even reset the development cycle. A further complication is that 
rarely does any single actor possess the necessary resources to perform all 
of the tasks necessary to develop a VA or to do so at sufficient scale. Thus, 
other actors (subcontractors, vendors, etc.) are often delegated portions of 
the assessment development tasks (Figure 1.4).

The timing of changes to assessments is crucial since reiterations origi-
nating at various stages of an assessment’s development can have very 
different costs and risks. For instance, in scenario and game-based assess-
ments (SGBAs) it is extremely important that later changes do not disrupt 
the narrative already in place. A disruption of that sort could seriously set 
the developer back in the development cycle. In the most extreme cases, it 
could effectively restart the entire cycle resulting in major resource losses 
for the all parties involved. There are similar concerns for other types of 
VA. Thus early stage cross-functional participation and revision is essential 
here. 

The principle of properly timing changes to VAs is not very different 
from the logic dictating when changes should be made to traditional assess-
ments: changes should be made when necessary and where they would be 
least costly. In practice, ensuring that changes are made at an appropri-
ate time can be quite complex. Each actor involved has its own internal 
calendar according to which it will act unless a common calendar is estab-
lished; those separate calendars may not be fully understood by all parties 
involved. The current innovative nature of VA, however, makes adher-
ing strictly to any such common calendar difficult: assessment developers 
may find that innovative features of a VA, which may have seemed simple 
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to deliver at the outset, have unanticipated complications which require 
more time to address. Both of these factors can cause delays disrupting 
calendar alignments and complicating finding appropriate times to imple-
ment changes. In order to address the coordination and timing issues that 
this can introduce, the common calendar developed would need to be 
very flexible. We can, however, mitigate the likelihood of having to change 
the calendar drastically by having input from appropriate experts “in the 
room” to determine how much time will actually be needed at various 
stages of development. 

Overall, cross-functional participation in the early stages of develop-
ment reduces the risk of and need for later stage changes. Utilizing the 
ECD model does not solve the problem of these dependencies, but it can 

Figure 1.4.  Simplified illustration of actors involved in developing a virtual assess-
ment and their respective duties. The duties in the second block may be assumed 
by a single assessment developer, but certain duties or portions thereof may be sub-
contracted to vendors. The circular arrows indicate that the development process 
iterates and that the number of iterations may vary for different actors. Arrows 
with dotted borders indicate relationships and iterations which may not necessarily 
exist.  It is worth noting that in this simplified figure, many of the tasks assigned 
to a given party represent iterative process with their own iterative subprocesses, 
for example, developing and revising content subsumes the distinct processes of 
developing the content scenario/storyline/etc., developing the user experience, 
developing the content basis of the assessment, and ensuring strong connections 
of the task to evidence models and reporting goals.
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help to make them explicit. This, in turn, helps the actors involved in the 
development process to understand better the costs of changes at various 
points in the development cycle, giving them the power to make more 
informed decisions about making changes.

EXAMPLES OF VIRTUAL ASSESSMENTS

In order to anchor the discussion about VAs, we include here a brief 
description of three examples of assessments: the Nation Assessment 
of Educational Progress (NAEP) Technology and Engineering Literacy 
(TEL) assessment, which is a scenario based assessment, the GlassLab’s 
first game-based assessment, SimCity-Edu: Pollution Challenge!, and the 
Educational Testing Service (ETS) Collaborative Science Assessment, the 
Tetralogue. The descriptions are brief but we provide links to published 
work for the interested reader. In addition to describing the assessments 
we also illustrate different aspects of the VAs that were discussed in the 
previous sections, such as the role of ECD in the development of VAs, 
the log files, and the special analyses conducted on the process data. The 
three examples are also ordered with respect to their complexity and data 
dependencies, from scenario-based item types to game-based assessment, 
and virtual collaborative assessments.

NAEP TEL’s Wells Task2

The Wells task is an interactive, scenario-based task developed for 
eighth-grade participants in the Nation Assessment of Educational Prog-
ress (NAEP) Technology and Engineering Literacy (TEL) assessment. 
The task itself can be found at http://nces.ed.gov/nationsreportcard/tel/
wells_item.aspx . NAEP TEL aims to assess student content knowledge 
and cross-cutting practices. The NAEP TEL content areas of Design and 
Systems, Technology and Society, and Information and Communications 
Technology are cross-cut by practices labeled Understanding Technological 
Principles, Communicating and Collaborating, and Designing Solutions 
and Achieving Goals. To assess these practices, the NAEP alliance (Edu-
cational Testing Service, Business Intelligence, Inc, Fulcrum IT Services 
Company, and Pearson) created several VAs and computer-based tradi-
tional assessments, with survey questionnaires, which were administered to 
a representative sample of U.S. students. The Wells task is the first of these 
pilot VAs to be released to the public (see Figure 1.5). 

The Well’s task focused on the TEL Design and Systems competencies 
(www.nagb.org) using a scenario in which students are asked to help repair 
a well-pump. Students are given an overview of how well-pumps and the 
aquifers from which they draw work. They are then asked to use their 
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knowledge and skills to address one that is malfunctioning in a remote 
Nepalese village. During this highly scaffolded and linear scenario, stu-
dents diagnose, troubleshoot, repair, and identify a maintenance plan for 
the pump.

Figure 1.5.  Pump Repair screen from the NAEP TEL Wells task.

The Wells task included both traditional items, in which students 
were asked to respond to explicitly presented questions, and VA items, in 
which assessment was more discrete. The Wells task included digital tools 
and resources with which students could interact to solve problems. The 
process data generated from those nonscored interactions between the 
students and the virtual environment provided the basis for making infer-
ences about student’s final answers and how they decided upon them. In 
certain sections of the Well’s task the interactions themselves were scored as 
outcome data, since the behavior patterns demonstrating better or poorer 
understanding could be defined in the scoring rubric—that is, efficiency 
and systematicity scores in the pump repair section of the task (Figure 1.5.  
(Keehner et al., 2014). 

In order to analyze the process/sequence data collected from this inter-
active task, different types of analyses were conducted. Bergner, Shu, and 
von Davier (2014) explored visualization and clustering techniques with 
respect to sequence data from the Wells task. Visualization issues included 
representing progress towards a goal and accounting for variable-length 
sequences. Clustering issues focused on external criteria with respect to 
official scoring rubrics of the same sequence data (i.e., efficiency and sys-
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tematicity scores mentioned earlier). The goal was to understand to what 
extent clustering solutions align with score categories. They found that 
choices related to data preprocessing, distance metrics, and external cluster 
validity measures all impact agreement between cluster assignments and 
scores.

Students’ activities can be characterized by a sequence of time-stamped 
actions of different types with different attributes. For a task in which only 
the order of the actions are of great interest, the process data can be well 
characterized as a string of characters (action string, hereafter) if we encode 
each action name as a single character. In a different paper, Hao, Shu, 
and von Davier (2015) reported on evaluating students’ performances by 
comparing how far their sequences of action strings are from the action 
sequence that corresponds to the best performance, in which the proximity 
is quantified by the edit distance between the strings (a measure inspired by 
the work conducted in text analysis and natural language processing). The 
Levenshtein distance, which is defined as the minimum number of inser-
tions, deletions and replacements needed to convert one character string 
to another, was used in this study. The results showed a strong correlation 
between the edit distances and the scores obtained from the scoring rubrics, 
implying the edit distance to the best performance sequence can be con-
sidered as a new feature variable that encodes information about students’ 
proficiency, and shedding light on the value of data-driven scoring rules 
for test and task development as well as for refining the scoring rubrics.

SimCity-Edu: Pollution Challenge!3

GlassLab is a research and development collaborative effort of the Insti-
tute of Play, Electronic Arts, the Entertainment Software Association (ESA), 
Educational Testing Service (ETS), and Pearson, funded by the Bill and 
Melinda Gates and the John D. and Catherine T. MacArthur Foundations, 
to create game-based assessments. SimCity-Edu: Pollution Challenge! was 
the first product of that collaboration (see Figure 1.6).

Pollution Challenge is a modified version of SimCity, a simulation game 
by Maxis that lets players plan, build, and “run” digital cities populated 
with digital agents that mirror the decisions and activity of their real-life 
counterparts. Pollution Challenge presents students with opportunities to 
build and create based on an understanding of systems and human impact 
on the environment. Unlike the open “sandbox” approach in the commer-
cial games, students do not have to build the cities in Pollution Challenge. 
Instead, the missions on which students embark include constrained, pre-
designed cities each with a specific problem that students must remedy. In 
one mission, students must reduce the level of pollution and increase the 
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level of employment. Successful players are those who can employ green 
energy technologies or rezone areas (e.g., shifting industrial to commercial) 
to reduce pollution in each city while simultaneously supporting that city’s 
job growth. Through these missions, students are introduced to themes of 
human impact on the environment as presented in the Next Generation 
Science Standards (NGSS Lead States, 2013) core disciplinary ideas and 
the NGSS’s cross-cutting concept of systems and systems models. 

Collaborative Science Assessment, the Tetralogue

The Tetralogue, a Collaborative Science Assessment, developed at 
Educational Testing Service (see Figure 1.7), embedded a rich simulated 
collaborative problem-solving (CPS) task in a science assessment along 
with a traditional science test that consists of multiple choice (MC) items, a 
background questionnaire (BQ), a personality test, and a postadministra-
tion survey to gauge quality of the experience with the virtual collaborative 
task (Hao, Liu, von Davier, & Kyllonen, 2015; Liu, Hao, von Davier, Kyl-
lonen, & Zapata-Rivera, 2016). The Tetralogue was based on the Science 
Trialogue task (Zapata-Rivera et al., 2014). It was developed according to 
ECD principles and had a twofold purpose: to jointly assess the science 
skills through CPS tasks and MC items, and to assess the CPS skills them-
selves through the CPS tasks. The expectation was that the two dimensions 
would correlate, but not be identical. The CPS task is a simulation of a 
science lesson about volcanoes and requires the collaboration of two human 
students in solving a problem in a virtual environment via a chat box. The 
data from the interactions of the two humans are rich time series and can 

Figure 1.6.  SimCity-Edu: Pollution Challenge! Task.
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be modeled statistically using appropriate methods as described in von 
Davier and Halpin (2013). 

In the collaborative setting of the Tetralogue, dyads of students work 
collectively to make a prediction of a volcano alert level. Within the col-
laborative task, a structured system prompt was designed to facilitate the 
collaborative discourse between dyad participants. The data were collected 
in a log file designed especially to allow for the appropriate psychometric 
analyses. The pilot was conducted using Amazon’s Mechanical Turk (www.
mturk.com) with a selected sample of 500 dyads (see Liu et al., 2016 for 
details).

Figure 1.7.  The Tetralogue: A Collaborative Science Assessment developed at 
Educational Testing Service

DISCUSSION

In this chapter we briefly reviewed the advantages and disadvantages of 
VAs, and indicated some of the considerations the assessment experts need 
to make at different stages in the life of the assessment. We touched only 
briefly on other important aspects of the VAs: reliability, generalizability, 
validity, and comparability of tasks over time. There is still significant 
research needed to properly address these aspects of VAs. For instance, 
typical approaches to traditional psychometric analysis do not take into 
account a test taker’s cognition, an issue which may begin to be addressed 
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with tools such as cognitive task analysis or computational modeling 
(Williamson et al., 2004). Many of the psychometric aspects were discussed 
in detail in the framework of game-based assessments and simulation-
based assessments in Mislevy et al. (2014) and von Davier and Mislevy 
(2015). However, new types of methods borrowed from the artificial 
intelligence and machine learning are showing promise when merged 
with the traditional psychometrics. von Davier (2015) introduced the 
term “computational psychometrics” to encompass the merger of these 
methodologies for analyzing process data using both data-driven and 
theory-driven approaches.

We end this chapter by mentioning that the advantages of the VAs 
and the rigor of the psychometric requirements are more or less salient 
depending of the use of the assessment: for an assessment that is meant to 
be formative and for which the stakes are low, some of these psychometric 
requirements may hold to a lesser degree and the assessment may still be 
useful for its purpose.

Similarly, one may consider the issues of test fairness, test security and 
test takers’ privacy in the context of VAs. These may represent a topic for 
another work. As with the psychometric requirements, it is worth noting 
that these issues may be less problematic for some test uses than for others.
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NOTES

1.	 There are some new approaches to this type of interaction, but there is not 
a rich literature on this topic and there are almost no applications in educa-
tional assessment.

2.	 For more information on the Wells task, TEL Framework, or NAEP, we 
direct the interested reader to the following resources:  
http://nces.ed.gov/nationsreportcard/pdf/about/schools/Grade8_TEL_
FactSheet.pdf  
http://www.nagb.org/content/nagb/assets/documents/publications/
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frameworks/technology/2014-technology-framework-abridged.pdf  
www.nces.ed.gov/nationsreportcard

3.	 For more information on the ECD and psychometrics for this game, see 
Mislevy et al. (2014) and http://www.glasslabgames.org/games/SC . For more 
information on the data management and log file see Hao, Mislevy, von 
Davier, and Smith (2016).
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